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Abstract. The paper investigates model reduction techniques that are based on a nonlocal
quasi-continuum-like approach. These techniques reduce a large optimization problem to either
a system of nonlinear equations or another optimization problem that are expressed in a smaller
number of degrees of freedom. The reduction is based on the observation that many of the
components of the solution of the original optimization problem are well approximated by
certain interpolation operators with respect to a restricted set of representative components.

Under certain assumptions, the “optimize and interpolate” and the “interpolate and op-
timize” approaches result in a regular nonlinear equation and an optimization problem whose
solutions are close to the solution of the original problem, respectively. The validity these
assumptions is investigated by using examples from potential-based and electronic structure-
based calculations in Materials Science models. A methodology is presented for using quasi-
continuum-like model reduction for real-space DFT computations in the absence of periodic
boundary conditions. The methodology is illustrated using a one-dimensional basic Thomas-
Fermi-Dirac case study.

1. Introduction

This work investigates the optimization problems and nonlinear equations prob-
lem that appear in modern computational Materials Science as a result of apply-
ing quasi-continuum-like model reduction techniques. The original, full-resolution
problems are optimization problems in their state variables (such as the atomic
positions or distribution of electron density), in which an energy is minimized
with respect to these variables and, sometimes, the constraints (such as bound-
ary conditions or total electron density constraints).

The quasi-continuum approach [19,13] is a model reduction technique of in-
creasing popularity in the computational materials science community. In the
nonlocal form investigated here, the method is based on the observation that at
the solution of the full-resolution problem many of the state variables can be well
approximated by interpolation of a much smaller set of state variables called rep-
resentative variables. In Materials Science, the state variables are the positions
of nuclei and, sometimes, values of the electronic density. For example, for the
simulation of the response of a crystal described by potentials to a nanoindenter,
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the full-resolution problem consists of minimizing the total energy of the system,
which is the sum of pairwise atomic potentials [10], whereas the representative
variables are the positions of atoms that are nodes in a mesh whose size is at the
scale of the system to be simulated (the macro scale). The local quasi-continuum
method was recently extended to include electronic density as a state variable
[5], and nonzero temperature [17]. In the study of nanoindentation of Au, the
quasi-continuum approach has resulted in a reduction from 2.5 × 1011 atomic
positions to 25237 atomic positions, while achieving a reasonable accuracy [11].

This work investigates the regularity of the reduced problems generated by
a quasi-continuum-like approach, regarded here as a reduction based on a fixed
linear operator (interpolation operator). Section 2 describes the abstract frame-
work for both the full-resolution problem and the two reduction techniques: the
“optimize and interpolate” version that leads to a nonlinear equation, and the
“interpolate and optimize” version that results in an optimization problem. The
assumptions needed for regularity of the reduced problems are stated in Section
3, followed by an analysis of the two techniques. Section 4 presents two numer-
ical experiments used for evaluating the validity of the assumptions made for
the analytical analysis of the reduction techniques. The section concludes with
a description of the nonlocal quasi-continuum approach extended for density
functional theory (DFT) calculations.

Notation If u1, u2, . . . , uq are column vectors, (u1;u2; . . . ;uq) denotes the
column vector obtain by adjoining all the vectors. The full-resolution state vector
is denoted by x = (x1; x2) ∈ RI n, where x1 ∈ RI m is the set of representative
states. Hereafter, if f = f(x1, x2) and T is the interpolation operator used in
this work, applying the chain rule yields

∇x1f(x1, Tx1) = ∇x1f(x1, Tx1) +∇x2f(x1, Tx1) T .

2. Formulation of the Reduced Problems

Consider the optimization problem

(O)

minx1,x2 f(x1, x2)
g1(x1) = 0

s.t. g2(x2) = 0
g3(x1, x2) = 0 .

The functions g1(x1) : RI m → RI q1 , g2(x2) : RI n−m → RI q2 and g(x1, x2) : RI n →
RI q3 are the constraint functions, which, together with the objective function
f(x1, x2) : RI n → RI , are twice continuously differentiable.

In the original application of the quasi-continuum method [19], x1 were po-
sitions of representative atoms that were nodes of a mesh on a scale much larger
than the interatomic distance, whereas x2 were the rest of the atomic positions.
An example of one-dimensional application of the nonlocal quasi-continuum ap-
proach is provided in Section 4.1.

The key observation of the quasi-continuum approach [19,10] is that at the
solution of the problem (O) the position of the nonrepresentative degrees of
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freedom can be approximated by an interpolation operator, namely the linear
interpolation operator with nodes at the representative atoms. This observation
is formalized in the following.
Interpolation Assumption: At the optimal solution (x∗1, x

∗
2) of the problem

(O),
||T (x∗1)− x∗2|| ≤ ε,

where ε is a sufficiently small quantity and T is a linear operator identified with
its matrix form T (x1) = Tx1.

Introducing the Lagrange multipliers λ1 ∈ RI q1 , λ2 ∈ RI q2 and λ3 ∈ RI q3 ,
applying the optimality conditions to the problem (O), and using the notation
〈a, b〉 = aT b, one obtains

∇x1f(x∗1, x
∗
2) +∇x1 〈g3(x∗1, x

∗
2), λ3〉+∇x1 〈g1(x∗1), λ1〉 = 0

∇x2f(x∗1, x
∗
2) +∇x2 〈g3(x∗1, x

∗
2), λ3〉+∇x2 〈g2(x∗2), λ2〉 = 0

g1(x∗1) = 0
g2(x∗2) = 0

g3(x∗1, x
∗
2) = 0 .

(1)

The interpolation assumption suggests two ways of creating a reduced prob-
lem. The “optimize and interpolate” (or “optimize and reduce”) approach, in
which one substitutes x2 = T (x1) in the optimality conditions of (1), leads to
the following reduced system of nonlinear equations:

(RE)
∇x1f(x1, Tx1) +∇x1 〈g3(x1, Tx1), λ3〉+∇x1 〈g1(x1, Tx1), λ1〉 = 0

g1(x1) = 0
g3(x1, Tx1) = 0.

The “optimize and interpolate” approach is related to the nonlocal force-based
quasi-continuum approach [10,13].

In the second approach, referred to as the “interpolate and optimize” (or
“reduce and optimize”) approach, one substitutes x2 = T (x1) in the problem
(O), resulting in the following optimization problem:

(RO)
minx1 f(x1, Tx1)
s.t. g1(x1) = 0

g3(x1, Tx1) = 0.

The “interpolate and optimize” approach is related to the nonlocal energy-based
quasi-continuum approach [19,13].

Clearly, (RE) does not represent the optimality conditions of (RO) because
it makes no direct reference to ∇x2f(x1, x2), which does appear if one writes
the optimality conditions of (RO). In the application of the quasi-continuum
methodology to the minimization of energies computed through pairwise poten-
tials, the “optimize and interpolate” approach corresponds to the force-based
quasi-continuum approach, whereas the “interpolate and optimize” approach
corresponds to the energy-based quasi-continuum approach, except for the fact
that in the respective references, further transformations are carried out to ap-
proximate the data of the problems (RE) and (RO), for reasons that will be
discussed in Section 3.3.
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3. Analysis of the Reduced Problems

The goal of this section is to explore under what circumstances the reduced
problems (RE) and (RO) are regular in a neighborhood of a regular solution of
the original problem (O). Using the notation λ = (λ1;λ2; λ3), x = (x1, x2), one
can define the regularity of the solution of the original problem in terms of the
Lagrangian function

L(x, λ) = f(x1, x2) + 〈g1(x1), λ1〉+ 〈g2(x2), λ2〉+ 〈g3(x1, x2), λ3〉 . (2)

Herein, the definition of regularity of the solution of the original problem is com-
posed of the constraint qualification and the second-order sufficient conditions
from classical nonlinear optimization theory [6, Lemma 9.2.2, Theorem 9.3.2].
Regularity Assumption: The following conditions hold at the solution (x∗, λ∗)
of the problem (O):

1. Constraint Qualification Condition (CQC): The rows of the matrices∇xg1(x1),
∇xg2(x2) and ∇xg3(x1, x2) are linearly independent.

2. Second-Order Sufficient Condition (SOSC): With the notation ∇xg1(x1)=
[∇x1g1(x1), 0q1×n−m], ∇xg2(x2) = [0q2×m, ∇x2g2(x2)], the Hessian of the
Lagrangian function satisfies

∇xg1(x∗1)∆x = 0,
∇xg2(x∗2)∆x = 0,

∇xg3(x∗1, x
∗
2)∆x = 0,

∆x 6= 0




⇒ ∆xT∇2

xxL(x∗, λ∗)∆x > 0.

Hereafter, the CQC or SOSC will be invoked for optimization problems other
than (O) with the understanding that for the respective cases they convey the
same meaning.

3.1. The Optimize and Interpolate Case: the Reduced Nonlinear Equation

The regularity of the reduced system of nonlinear equations (RE) requires two
additional assumptions.
RE Constraint Form Assumption (RECF): The constraints of the problem
(O) are separable; that is, g3 = ∅. Likewise, the constraints g2(x2) = 0 are linear
and satisfy

g1(x1) = 0 ⇒ g2(Tx1) = 0.

The second part of the assumption explains why it is possible to completely
remove the constraints on the nonrepresentative variables from the reduced prob-
lems (RE) and (RO). Indeed, in most applications of the quasi-continuum ap-
proach, the boundary conditions result in constraints that satisfy the above as-
sumption. For example, in the Au nanoindentation application [10], the bottom
layer of atoms of a cubic-shaped crystal is fixed whereas its sides move only in
the z direction. If representative atoms are located at the corners of the cube and
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the operator T are generated from linear interpolation with nodes at the repre-
sentative atoms, then all of the constraints described in the preceding sentence
satisfy the RE constraint form assumption. In practical terms, an interpolation
operator that results in good approximation properties is bound to satisfy the
second requirement in the assumption, since the degrees of freedom that could
help enforce g2(x2) = 0 have disappeared in the reduced problem.

The second assumption plays a central role in proving the regularity results,
and it relates the Hessian matrix and the interpolation operator T .
H-T Assumption: The Hessian of the Lagrange function satisfies

∣∣∣∣∇2
x2x2

L(x∗, λ∗)T +∇2
x2x1

L(x∗, λ∗)
∣∣∣∣ ≤ ε.

For both the interpolation assumption and H-T assumption the parameter ε is
assumed to be sufficiently small.

Theorem 1. If the regularity assumption and RE constraint form assumption
hold at the solution (x∗1; x

∗
2; λ

∗
1;λ

∗
2; λ

∗
3), of (O), then there exists an ε0 for which

if the interpolation assumption and H-T assumption are satisfied at (x∗1, x
∗
2), for

0 ≤ ε ≤ ε0, then the problem (RE) has a nonsingular Jacobian at (x∗1, λ
∗
1, λ

∗
3) as

well as a solution in a neighborhood of the same point (x∗1, λ
∗
1, λ

∗
3).

A set of lemmas will be used in proving this result. The first lemma is es-
sential in the study of augmented Lagrangians and is stated here (as well as its
reciprocal) for completeness.

Lemma 1. Let P and Q be symmetric n × n matrices, and assume that Q is
positive semidefinite. Then there exists a scalar c such that P + cQ is positive
definite if and only if xT Px > 0 whenever x 6= 0 and xT Qx = 0.

Proof. If xT Px > 0 whenever x 6= 0 and xT Qx = 0, then there exists a c such
that P + cQ is positive definite [3, Lemma 1.25]. The reciprocal is obvious. 2

Lemma 2. Assume that the functions g1(x1) and g2(x2) are such that the fol-
lowing hold.

1. The Jacobian of the function g1(x1) is full row rank.
2. The following relationship holds, ∀x1:

g1(x1) = 0 ⇒ g2(Tx1) = 0.

If ∆x1 is such that ∇x1g1(x1) ∆x1 = 0, then for all λ2 ∈ RI q2 ,

(i) ∇x1(g2(Tx1)) ∆x1 = ∇x2g2(Tx1) T∆x1 = 0,
(ii) The following identity holds:

∇x2g2(Tx1) T = S(x1)∇x1g(x1),

where S(x1) is the differentiable matrix

S(x1) = ∇x2g2(Tx1) T ∇x1g1(x1)T
(∇g1(x1)∇g1(x1)T

)−1
.



6 Mihai Anitescu, Dan Negrut, Peter Zapol, and Anter El-Azab

(iii) The following identity holds:

(T∆x1)
T ∇2

x2x2
〈g2(Tx1), λ2〉T∆x1 = ∆x1∇2

x1x1

〈
g1(x1), S(x1)T λ2

〉
∆x1,

where the entries of S(x1) are not differentiated in the last equation.

Proof. Consider an arc x1(t) that satisfies

g1(x1(t)) = 0, ∀ t > 0 and x1(0) = x1;
dx1(t)

dt

∣∣∣∣
t=0

= ∆x1. (3)

Such an arc exists from the first assumption of the hypothesis. Then, from the
second assumption,

dg2(Tx1(t))
dt

∣∣∣∣
t=0

= 0.

Using the definition of the arc x1(t) leads to

∇x2g2(Tx1)T∆x1 = 0,

which proves (i).
From (i),

∇x1g1(x1)∆x1 = 0 ⇒ ∇x2g2(Tx1) T∆x1 = 0,

and it follows, from Farkas’ lemma [6, Lemma 9.2.4] and the subsequent La-
grange multiplier theory of constrained optimization applied to each row of
∇x2g2(Tx1) T , that there exists a matrix S(x1) such that

∇x2g2(Tx1) T = S(x1)∇x1g1(x1).

Since this displayed equation implies that the rows of ∇x2g2(Tx1) T are orthog-
onal to the kernel subspace of ∇x1g1(x1), it follows that ∇x2g2(Tx1)T coincides
with its orthogonal projection on the space orthogonal to the same kernel sub-
space; that is,

∇x2g2(Tx1) T
[
Iq1 −∇x1g(x1)T

(∇x1g(x1)∇x1g(x1)T
)−1∇x1g(x1)

]
= 0.

Herein, Is is the identity matrix of dimension s. Expanding the left side of the
displayed equation leads to conclusion (ii).

Consider again the arc (3) for which

d2g1(x1(t))
dt2

∣∣∣∣
t=0

= 0 and
d2 〈g2(Tx1(t)), λ2〉

dt2

∣∣∣∣
t=0

= 0.

Expanding these second time derivatives yields, for i = 1, 2, . . . , q1,

∇x1g
i
1(x1)ẍ1(0) + ∆xT

1 ∇2
x1x1

gi
1(x1) ∆x1 = 0 (4)

∇x2 〈g2(Tx1), λ2〉T ẍ1(0) + (T∆x1)
T ∇x2x2 〈g2(Tx1), λ2〉T∆x1 = 0. (5)
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Based on (ii), the first term in (5) can be expressed as

∇x2 〈g2(Tx1), λ2〉T ẍ1(0) = 〈∇x2g2(Tx1)T, λ2〉 ẍ1(0) =
〈S(x1)∇x1g1(x1), λ2〉 ẍ1(0) =

〈∇x1g1(x1), S(x1)T λ2

〉
ẍ1(0).

Multiplying each of the equations of (4) with the corresponding component of
S(x1)T λ2 and summing them, one obtains

∇x2 〈g2(Tx1), λ2〉T ẍ1(0) =
〈∇x1g1(x1), S(x1)T λ2

〉
ẍ1(0)

= −∆xT
1 ∇2

x1x1

〈
g1(x1), S(x1)T λ2

〉
∆x1,

where the ∇x1x1 operator does not act on S(x1). Conclusion (iii) is proved by
replacing the left term from the last displayed equation with the right term in
(5). 2

Lemma 3. Define the Lagrangian of the problem (O) that excludes the con-
straint g2(x2) = 0,

L̂(x, λ) = f(x1, x2) + 〈g1(x1), λ1〉+ 〈g3(x1, x2), λ3〉 . (6)

Define the matrix

JO =
[
∇x1g1(x∗1)∇x1g3(x∗1, x

∗
2) +∇x2g3(x∗1, x

∗
2)T

]
,

and assume that ∀x1, g1(x1) = 0 ⇒ g2(Tx1) = 0. If both the regularity assump-
tion and interpolation assumption hold for problem (O) then, for ε sufficiently
small, one has the following.

(i) If g2 is a linear function, the matrix

L̂T =
[
Im
T

]T

∇2
xxL̂(x∗, λ∗)

[
Im
T

]

is positive definite over the set

F = {∆x1|JO∆x1 = 0} .

(ii) If λ̃ =
(
λ∗1 + S(x∗1)

T λ∗2, 0, λ∗3
)
, the matrix

L̃T =
[
Im
T

]T

∇2
xxL̂(x∗, λ̃)

[
Im
T

]

is positive definite over the set

F = {∆x1|JO∆x1 = 0} .
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Proof. Consider the symmetric positive semidefinite matrix

Q = [Im; 0]T ∇x1g1(x∗1)
T∇x1g1(x∗1) [Im; 0]

+ [0; In−m]T ∇x2g2(x∗2)
T∇x2g2(x∗2) [0; In−m] +∇xg3(x∗)T∇xg3(x∗).

Since the regularity assumption holds, it follows from Lemma 1 with P =
∇2

xxL(x∗, λ∗) that there exists a finite c > 0 such that

Lc = ∇2
xxL(x∗, λ∗) + c [Im; 0]T ∇x1g1(x∗1)

T∇x1g1(x∗1) [Im; 0]

+ c [0; In−m]T ∇x2g2(x∗2)
T∇x2g2(x∗2) [0; In−m] + c∇xg3(x∗)T∇xg3(x∗)

is a positive definite matrix. Therefore, the matrix

Lc,T =
[
Im
T

]T

Lc

[
Im
T

]

is also positive definite. Considering the definition of the Lagrangian L̂ and of
the matrix Lc, one has that

Lc,T = L̂T + c∇x1g1(x∗1)
T∇x1g1(x∗1) + c

[
Im
T

]T

∇xgT
3 (x∗)∇xg3(x∗)

[
Im
T

]

+ cTT∇x2g2(x∗2)
T∇x2g2(x∗2)T + TT∇2

x2x2
〈g(x∗2), λ

∗
2〉T.

(7)

Define
U(x1) = cTT∇x2g2(Tx1)T∇x2g2(Tx1)T.

Since g2 is a linear function, it follows from the interpolation assumption that
the last two terms of (7) satisfy

cTT∇x2g2(x∗2)
T∇x2g2(x∗2)T + TT∇2

x2x2
〈g(x∗2), λ

∗
2〉T = U(x1) + c O(ε).

Because the parameter c is fixed, c O(ε) = O(ε); and with Lc,T positive definite,
it follows that for ε sufficiently small the matrix

L̂T + c∇x1g1(x∗1)
T∇x1g1(x∗1) + c

[
Im
T

]T

∇xgT
3 (x∗)∇xg3(x∗)

[
Im
T

]
+ U(x∗1),

is positive definite, which, from Lemma 1, implies that the matrix L̂T +U(x∗1) is
positive definite over the set F . If ∆x1 ∈ F , then ∇x1g(x∗1)∆x1 = 0; and based
on Lemma (2)(i), ∆xT

1 U(x∗1)∆x1 = 0, which completes the proof for (i).

For part (ii), the equivalent of (7) is

Lc,T = L̃T + c∇x1g1(x∗1)
T ∇x1g1(x∗1) + c

[
Im
T

]T

∇xg3(x∗)T ∇xg3(x∗)
[
Im
T

]

+ c TT ∇x2g2(x∗2)
T ∇x2g2(x∗2) T + TT ∇2

x2x2
〈g2(x∗2), λ

∗
2〉T

− ∇2
x1x1

〈
g1(x∗1), S(x∗1)

T λ∗2
〉
,

(8)



Regularity of quasi-continuum model-reduced problems 9

where, again, the entries of S(·) are not differentiated. Based on the interpolation
assumption

cTT∇x2g2(x∗2)
T∇x2g2(x∗2)T + TT∇2

x2x2
〈g2(x∗2), λ

∗
2〉T

− ∇2
x1x1

〈
g1(x∗1), S(x∗1)

T λ∗2
〉

= U(x∗1, λ
∗
2) + O(ε) (9)

where

U(x1, λ2) = cTT∇x2g2(Tx1)T∇x2g2(x1)T + TT∇2
x2x2

〈g2(Tx1), λ2〉T
− ∇2

x1x1

〈
g1(x1), S(x1)T λ2

〉
.

From equations (9) and (8) it follows that, for ε sufficiently small, the matrix

L̃c
T = L̃T +c∇x1g1(x∗1)

T∇x1g1(x∗1)+c
[

I
T

]T

∇xgT
3 (x∗)∇xg3(x∗)

[
I
T

]
+U(x∗1, λ

∗
2)

is positive definite. From Lemma 1, with the matrix Q given by

Q = ∇x1g1(x∗1)
T∇x1g1(x∗1) +

[
I
T

]T

∇xgT
3 (x∗)∇xg3(x∗)

[
I
T

]

it follows that the matrix L̃T + U(x∗1, λ
∗
2) is positive definite over the set F .

But for any ∆x1 ∈ F , ∇x1g(x1)∆x1 = 0 and, based on Lemma 2 (i) and (iii),
∆xT

1 U(x∗1, λ
∗
2)∆x1 = 0, which in turn implies that

L̃T

is positive definite over the set F . 2

All the intermediary results needed to prove the main theorem are now available.
Proof of Theorem 1
The Jacobian of (RE) at (x∗1, Tx∗1, λ

∗) is

JRE =
[
∇2

x1x1
L̂(x∗1, Tx∗1, λ

∗) +∇2
x1x2

L̂(x∗1, Tx∗1, λ
∗)T ∇x1g1(x∗1)

T

∇x1g1(x∗1) 0

]
.

For the upper left corner of the Jacobian, by virtue of the interpolation
assumption

JRE
11 = ∇2

x1x1
L̂(x∗1, Tx∗1, λ

∗) +∇2
x1x2

L̂(x∗1, Tx∗1, λ
∗)T

= ∇2
x1x1

L̂(x∗1, x
∗
2, λ

∗) +∇2
x1x2

L̂(x∗1, x
∗
2, λ

∗)T + O(ε)

Using the definition of L̂ and invoking the interpolation assumption and H-T
assumption leads to

O(ε) = TT ∇2
x2x2

L(x∗, λ∗) T + TT ∇2
x2x1

L(x∗, λ∗)

= TT ∇2
x2x2

L̂(x∗, λ∗) T + TT ∇2
x2x1

L̂(x∗, λ∗) + TT ∇2
x2x2

〈g2(x∗2), λ
∗
2〉 T

= TT∇2
x2x2

L̂(x∗, λ∗) T + TT ∇2
x2x1

L̂(x∗, λ∗),
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where the last step follows from the assumption that g(x2) is linear. Combining
the last two displayed equations,

JRE
11 =

[
I
T

]T
[∇2

x1x1
L̂(x∗, λ∗) ∇2

x1x2
L̂(x∗, λ∗)

∇2
x2x1

L̂(x∗, λ∗) ∇2
x2x2

L̂(x∗, λ∗)

] [
I
T

]
+ O(ε)

=
[

I
T

]T

∇2
xxL̂(x∗, λ∗)

[
I
T

]
+ O(ε) .

(10)

From Lemma 3(i), it follows that the matrix

[
I
T

]T

∇2
xxL̂(x∗, λ∗)

[
I
T

]

is positive definite over the set

F1 = {∆x1|∇x1g1(x∗1)∆x1 = 0} .

From equation (10) it then follows that for ε sufficiently small, the matrix J11
RE

is positive definite (though not necessarily symmetric) over the set F1. In turn,
this implies that the matrix

[
J11

RE ∇x1g1(x∗1)
T

∇x1g1(x∗1) 0

]

is not singular at x∗1, which, together with the full rank property of ∇xg1(x∗1)
implied by RE constraint form assumption completes the first part of the proof.

For the second part of the proof, the focus shifts to the residual of the nonlin-
ear equation (RE) at (x∗1, λ

∗
1), for g3 = ∅. Based on the interpolation assumption

and (1),

∇x1f(x∗1, Tx∗1) +∇x1 〈g1(x∗1)λ
∗
1〉 = ∇x1f(x∗1, x

∗
2) +∇x1 〈g1(x∗1)λ

∗
1〉 = O(ε)

g(x∗1) = 0 .

For ε0 sufficiently small, the second part of the proof follows from the fact
that the Jacobian is not singular and from Kantorovich’s theorem [16, Theo-
rem 12.6.1] applied to (RE). 2

Theorem 1 therefore proves that the reduced nonlinear equation (RE) pro-
duced by the local quasi-continuum approach is regular, at least in the neighbor-
hood of the solution of the original problem. As a result, local convergence of a
Newton-type method to the solution of (RE) is guaranteed under the conditions
of Theorem 1.

Note that the H-T assumption creates a recipe for obtaining a unique in-
terpolation operator from the total Hessian once the representative degrees of
freedom are selected. Although this interpolation operator is not guaranteed to
match the one from the interpolation assumption (though the latter can be cho-
sen in more than one way, at least in principle; one could consider, for instance,
higher-order interpolation), it is surprising that the Hessian of the Lagrangian
(O) would suggest the interpolation operator that one should consider. This ob-
servation remains to be further investigated. On the other hand, for the example
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consider in Section 4.2, an operator T for that satisfies both the interpolation
assumption and H-T assumption could not be produced. Clearly, meeting the
conditions stated by the H-T assumption is not immediate but nevertheless pos-
sible as shown in Section 4.1.

3.2. The Interpolate and Optimize Case: the Reduced Optimization Problem

Although (RO) and (RE) share a number of characteristics, (RE) does not rep-
resent the optimality conditions of (RO). The (RO) problem can be shown to
be well posed under less restrictive assumptions.
RO Constraint Form Assumption: The constraints of the problem (O) are
such that (i) the matrix

JRO =
[∇x1g1(x∗1)∇tot

x1
g3(x∗1, Tx∗1)

]
=

[
∇x1g1(x∗1)∇x1g3(x∗1, Tx∗1) +∇x2g3(x∗1, Tx∗1)T

]

has full row rank and (ii) the following condition holds:

g1(x1) = 0 ⇒ g2(Tx1) = 0,∀x1

.
Note that in the form of the matrix JRO an assumption was made that both
g1 6= ∅ and g3 6= ∅. If this is not the case, the constraints that are missing in the
formulation are removed from the expression of JRO.

Theorem 2. If the regularity assumption and RO constraint form assumption
hold at the solution (x∗1, x

∗
2) of (O), then there exists an ε0 for which, if the inter-

polation assumption is satisfied at (x∗1, x
∗
2), for 0 ≤ ε ≤ ε0, then the problem (RO)

satisfies both the SOSC and the CQC at x∗1 with multiplier
(
λ∗1 + S(x∗1)

T λ∗2, λ
∗
3

)
and has a solution in a neighborhood of x∗1.

Proof
Consider the Lagrangian of problem (O) defined in (2). The fact that the con-
straint qualification holds is satisfied as an immediate conclusion to the RO
constraint form assumption, since JRO is the Jacobian of problem (RO). The
Lagrangian of problem (RO) is

LRO(x1, λ) = f(x1, Tx1) + 〈g1(x1), λ1〉+ 〈g3(x1, Tx1), λ3〉 .
At the solution of (O), using the interpolation assumption and the chain rule
leads to

∇2
x1x1

LRO(x∗1, λ
∗
1+S(x∗1)

T λ∗2, λ
∗
3) =

[
Im
T

]T

∇2
xxL̂(x∗, λ∗1+S(x∗1)

T λ∗2, λ
∗
3)

[
Im
T

]
+O(ε).

Therefore, from Lemma 3(ii), for ε sufficiently small, the matrix

∇2
x1x1

LRO(x∗1, λ
∗
1 + S(x∗1)

T λ∗2, λ
∗
3) is p.d. over {∆x1|JO∆x1 = 0} . (11)
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Given the fact that JRO has full row rank and that ||JRO − JO|| = O(ε), it
follows from the interpolation assumption and from (11) that for ε sufficiently
small JO also has full row rank and that

∇2
x1x1

LRO(x∗1, λ
∗
1 + S(x∗1)

T λ∗2, λ
∗
3) is p.d. over {∆x1|JRO∆x1 = 0} . (12)

Since JRO is assumed to have full row rank, it follows from (11) that for ε
sufficiently small the (RO) problem satisfies the SOSC and the CQC.

For the second part of the proof the focus shifts to the residual in the first-
order conditions of (RO). From Lemma 2 and the Interpolation Assumption,

∇x1 LRO(x∗1, λ
∗
1 + S(x∗1)

T λ∗2, λ
∗
3)

= ∇x1f(x∗1, Tx∗1) +∇x2f(x∗1, Tx∗1)T +∇x1 〈g1(x∗1), λ
∗
1〉

+ ∇x2 〈g2(Tx∗1), λ
∗
2〉T +∇x1 〈g3(x∗1, Tx∗1), λ

∗
3〉+∇x2 〈g3(x∗1, Tx∗1), λ

∗
3〉T

= O(ε) + (∇x1f(x∗1, x
∗
2) +∇x1 〈g1(x∗1), λ

∗
1〉+∇x1 〈g3(x∗1, x

∗
2), λ

∗
3〉)

+ (∇x2f(x∗1, x
∗
2) +∇x2 〈g2(Tx∗1), λ

∗
2〉+∇x2 〈g3(x∗1, x

∗
2), λ

∗
3〉)T

= O(ε)

where the result of Lemma 2(i)
〈∇x1g1(x∗1), S(x∗)T λ∗2

〉
= 〈∇x2g2(Tx∗1), λ

∗
2〉T,

was taken into account. In addition, it is immediate that ∇λ1L
RO(x∗1, λ

∗
1 +

S(x∗1)
T λ∗2, λ

∗
3) = g1(x∗1) = 0 and

∇λ3L
RO(x∗1, λ

∗
1 + S(x∗1)

T λ∗2, λ
∗
3) = g3(x∗1, Tx∗1) = g3(x∗1, x

∗
2) + O(ε) = O(ε).

Therefore,
∇(x1,λ1,λ3)L

RO
(
x∗1, λ

∗
1 + S(x∗1)

T λ∗2, λ
∗
3

)
= O(ε).

Since the problem (RO) satisfies the QCQ and SOSC, it follows from the theory
of constrained optimization that for ε sufficiently small, the Jacobian of the
nonlinear equation

∇(x1,λ1,λ3)L
RO (x1, λ1, λ3) = 0

is nonsingular at
(
x∗1, λ

∗
1 + S(x∗1)

T λ∗2, λ
∗
3

)
. From Kantorovich’s theorem [16, The-

orem 12.6.1] it follows that this nonlinear equation has a solution in the neigh-
borhood of

(
x∗1, λ

∗
1 + S(x∗1)

T λ∗2, λ
∗
3

)
that, because of the positive definiteness of

∇2
x1x1

LRO on the null space of the constraints, is a local solution of (RO). 2

Note that the Lagrange multiplier of the constraint g1(x1) = 0 is sharply
different in the solutions of the problems (O) and (RE), and that of the problem
(RO), although the representative variables x∗1 are within O(ε). In the (RO)
problem the respective constraints also carry the weight of the g2(x2) = 0 of
(O), which does not occur in the (RE) problem.

Clearly, the conditions that render the (RO) problem well posed are less
restrictive than the corresponding ones for the reduced problem (RE). In par-
ticular, it is unfortunate that a regularity result for the nonlinear equation (RE)
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for the case where g3 6= ∅ could not be provided. With the notation of the proof
of Theorem 1, the difficulty originates in the fact that in this case the Jacobian
of (RE) approaches

[
J11

RE ∇x1g1(x∗1)
T ∇x1g3(x∗1, x

∗
2)

T

∇x1g1(x∗1) 0 0
∇x1g3(x∗1, x

∗
2) +∇x2g3(x∗1, x

∗
2)T 0 0

]
,

which is not a symmetric matrix. Therefore, one can no longer apply the proof
technique, which relied on the fact that the positive definiteness of the upper
left corner of the matrix with respect to the null space of the other rows of
the matrix implies the nonsingularity of the corresponding symmetric indefinite
matrix.

On the other hand, with techniques from the proofs of Theorems 1 and 2, it
is immediate that if (RE) has a nonsingular Jacobian at (x∗1, λ

∗
1, λ

∗
3), then (RO)

is also regular at x∗1 and both have primal solutions within O(ε) of x∗1.

3.3. The Necessity of Further Modeling in the Reduced Problem.

When evaluating either the Jacobian of (RE) or the Hessian of (RO), one must
compute terms such as ∇x1x2f(x1, x2), which requires one to inspect all the
nonrepresentative degrees of freedom. In spite of having to process information
associated with the nonrepresentative degrees of freedom, typically this inspec-
tion can be done once and it assumes the form of a series of precomputed kernels
that are later used in an iterative solution involving only representative degrees
of freedom. A model reduction approach based on this paradigm has been pro-
posed for electronic structure computation [14]. Nevertheless, the fact that the
problems (RE) and (RO) are regular and have substantially fewer degrees of
freedom than does the original problem (O) does not necessarily lead to a sig-
nificant efficiency gain. In order to achieve further reduction that would render
a computational effort proportional to the number of representative degrees of
freedom, the reduced problem must be further approximated such that very
few of the nonrepresentative degrees of freedom need to be inspected [13]. This
strategy will not be addressed in this paper but it should be pointed out that, in
the context of further reduction, the regularity conclusion concerning (RE) and
(RO) (Theorems 1 and 2, respectively) ensures that these reduced problems are
stable with respect to perturbations in data [4]. Consequently, further modeling
of the data within reasonable accuracy bounds will result only in small perturba-
tions of their solution, and the resulting problem will still provide a high-quality
approximation to the solution of the original full-resolution problem (O). Accu-
rate and efficient modeling of the (RE) and (RO) data is not straightforward,
though, since such techniques might result in degenerate Hessians [10] and will
thus be outside the stability region provided by Theorems 1 and 2. Nonetheless,
the theoretical results presented provide a first step toward ensuring the good ap-
proximating properties of the reduced models obtained by quasi-continuum-like
techniques.
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4. Numerical Experiments

All physical units used in this section are omitted and physical quantities in-
volved are considered dimensionless.

4.1. Numerical Justification of the Assumptions: A Potential-based
Calculation.

In this subsection the validity of the assumptions made in the previous sections
is scrutinized. Particular attention is paid to the H-T assumption because in
the context of the (RE) approach, it is the more unusual and restrictive of the
assumptions made. The vehicle for this investigation will be a test case in which
the objective function f(x1, x2) in (O) is the total energy of a set of atoms
represented in a one-dimensional setup, whose pairwise interaction is governed
by the Lennard-Jones potential (see, for instance, [1]). The test is similar in
spirit to, but simpler in complexity than, the more general three-dimensional
ones presented in [10]. For this problem, x = (r1, . . . , rA)T , where ri is the
coordinate of atom i. The energy is defined in terms of a pairwise potential

V (·). The total energy is E(x) =
A∑
i

A∑
j>i

V (ri − rj). The stable configuration of

the atoms is obtained when the energy is minimized, which in turn implies that

0 = F (x) = ∇E(x).

For a string of A = 101 atoms, the original problem (UO) (from uncon-
strained optimization), is solved using the (RE) approach. The representative
atoms are the atoms 1, 2, 3, 4, 23, 42, 61, 80, 99, 100, 101. The atoms 4 through
99 are called “inner” atoms. In spite of being representative, the atoms 1, 2, 3,
and 100, 101 are not used in the interpolation to prevent the boundary effects
from crossing into the reconstruction process associated with the inner nonrep-
resentative atoms. The position of the 61st atom is fixed because the energy
functional is translation invariant and it would thus have unbounded level sets,
possibly compromising the global convergence properties of the algorithms. In
the framework of problem (O), x1 = (r1; r2; r3; r4; r23; r42; r61; r80; r99; r100; r101)
and x2 = T x1. In addition, f(x1, x2) = E(x), g1(x1) = r61 − 61, g2(x2) = ∅,
g3(x1, x2) = ∅. Both the RE constraint form assumption and RO constraint
form assumption hold for this test, as well as the CQC part of the regularity
assumption.

The solution is found with the package SNOPT [8] through the AMPL in-
terface [7]; the solution was found in about 10 iterations. The expression of the
Lennard-Jones potential considered was

V (r) =
(σ

r

)12

−
(σ

r

)6

, σ = 1.122.

The problem was initialized with ri = i, i = 1, 2, . . . , 101. At the solution of
(UO), the columns of

LR = − [∇2
x2x2

L(x∗, λ∗)
]−1∇2

x2x1
L(x∗, λ∗)
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Fig. 1. Columns of LR.

that correspond to the atoms 4, 23, 42, 61, 80, 99 were calculated and displayed
in Figure 1 (as a function of the index in the x2 vector). The columns of LR that
correspond to the atoms 1,2,3, 100, 101 are negligible, in the sense that their
norm is more than 100,000 times smaller than the one corresponding to the other
columns. These results almost perfectly justify the H-T assumption, in that the
columns of LR are essentially identical to the ones of the linear interpolation
operator with nodes at the inner representative atoms. Perhaps less surprisingly,
the positions of the atoms themselves at the solution point also satisfy the same
linear interpolation pattern and therefore justify the interpolation assumption.
In addition, verifying the eigenvalues of the Hessian of the Lagrangian indicates
that the SOSC part of the regularity assumption was satisfied.

For comparison, the same columns of LR are evaluated away from the equi-
librium (the configuration was first perturbed slightly as shown in Figure 3),
and the results are displayed in Figure 2. The variation between two consec-
utive interatomic distances with respect to the original problem was no larger
than 1.6%, and the end points were identical. Nevertheless, that pattern of the
columns is now far away from the one corresponding to the interpolation oper-
ator T , which leads to the conclusion that the H-T assumption can be expected
to be valid only near the solution of the original problem (O). The assumption
is expected to be more accurate as the system size approaches the continuum
limit.

In summary, the regularity assumption, interpolation assumption, H-T as-
sumption, RE constraint form assumption, and RO constraint form assump-
tiondo apply, and therefore according to Theorems 1 and 2 the reduced problems
(RE) and (RO) have a solution in the neighborhood of the solution of problem
(UO).
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4.2. Example Application of (RE) and (RO) to Density Functional Theory
Computations

The model reduction techniques (RE) and (RO) are applied to solving an elec-
tronic structure computation problem. The purpose is to compute the electron
density (which is a scalar function of the spatial variables) for a given position
of the atoms and a given total number of electrons. A form of the local quasi-
continuum method has been developed for electronic structure computation [5].
In that work, the local nature of the method required elements much larger than
a crystal cell and the use of periodic boundary conditions. The approach pro-
posed in this paper is not restricted by the use of periodic boundary conditions.

As a mathematical model, the problem is an optimization problem whose
objective function is the total energy functional E [ρ, {RA}], where ρ = ρ(r) is
the variable electronic density function that is subject to the constraint that
the total electronic density (

∫
ρ(r)dr) should add up to a prescribed number of
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electrons, and {RA} are the parameter atomic positions according to the Born-
Oppenheimer assumption (see, for instance, [18]).

The example is built around the Thomas-Fermi-Dirac form of the energy
functional (see, for instance, [12]):

E [ρ, {RA}] = Ene [ρ, {RA}] + J [ρ] + K [ρ] + T [ρ] , (13)

where

Ene [ρ, {RA}] = −
M∑

A=1

∫
ZA ρ(r)
‖RA − r‖ dr (14a)

J [ρ] =
1
2

∫ ∫
ρ(r) ρ(r′)
‖r − r′‖ dr dr′ (14b)

T [ρ] = CF

∫
ρ

5
3 (r) dr (14c)

K [ρ] = −Cx

∫
ρ

4
3 (r) dr. (14d)

Here CF = 3
10 (3π2)2/3, and Cx = 3

4

(
3
π

)1/3; Ene is the energy corresponding to
nucleus-electron interaction; J is the Coulomb energy; K represents the exchange
energy; T is the kinetic energy; ZA is the atomic number associated with nucleus
A; ri is the global position of electron i; RA is the global position of nucleus of
atom A; and

∫
(·) without integration limits is an integral over the entire domain.



18 Mihai Anitescu, Dan Negrut, Peter Zapol, and Anter El-Azab

0 100 200 300 400 500 600 700
−1.5

−1

−0.5

0

0.5

1

1.5
Relative Error between the direct and interpolation reconstruction method

P
er

ce
nt

x

Fig. 5. Point-to-point relative error between (O) and (RE).

���� �� �� ���� �� �	 �
 ��� ��� ���

������

���������������

���������  ��!�"���

#����������$����

%� %� %�%� %�%�%�

���
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It is well accepted that both for quantum chemistry and solid-state physics
the Thomas-Fermi-Dirac functional is an inaccurate DF representation. This is
less relevant in this context because the interest lies in evaluating the benefit
of using a model reduction approach, rather than assessing the accuracy of the
underlying DFT model. The purpose of the numerical experiment is to compare
the solution of the full model with a prediction computed with the reduced
model.

A detailed description of the reduction approach for an arbitrary domain and
an arbitrary number of representative subdomains can be found in [15], and it
is only briefly discussed here. The computational domain is divided in subdo-
mains Di, i = 1, 2, . . . , u, out of which p of them are chosen to be representative,
and denoted by Yα, α ∈ {1, . . . , p}; the remaining u − p subdomains, are called
passive (the white subdomains in Figure 6). A choice of seven representative sub-
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domains is presented in Figure 6. The density ρi on subdomain Di is expressed
by interpolation in terms of reference densities ρα ∈ Yα, α ∈ {1, . . . , 7}. A set
of weights ϑ determined based on the type of interpolation considered (linear,
quadratic, etc.) is used to this end:

ρi(Φ(r0′, t)) =
p∑

α=1

ϑα(i)ρα(Φ(r0′ + Tiα, t)) (15)

where the vector Tiα is the translation vector that takes the point r0′ in sub-
domain Di to its image in the subdomain Yα. The deformation mapping Φ(·) is
defined with respect to a “macroscale” mesh that contains many nuclei per ele-
ment, much like in the quasi-continuum method for potentials [19]. It describes
the deformation of the subdomain (the relative displacement of the nuclei) with
respect to a reference configuration. To simplify the definition of the translations,
the nonrepresentative subdomains are assumed to correspond to a periodic refer-
ence configuration. In that case, in the reference configurations the subdomains
Di may be thought to be of identical shape, in which case, the interpolation
approach is reminiscent of the gaptooth method [9] where the representative
subdomains are the “teeth”. In this work, however, the reconstruction by in-
terpolation of the density is also carried out in the gaps, and not only at the
boundary of the teeth due to the long-range electrostatic interactions.

For the interpolation ansatz to be reasonably accurate, regions that have dis-
locations, impurity atoms, or other irregularities must belong to representative
subdomains. Therefore only some of the representative subdomains are used in
the process of computing the value of the electron density in the passive subdo-
mains, and these subdomains are called reconstruction subdomains. Among the
representative subdomains, a non-zero value of the reconstruction weight in (15)
is the defining attribute of a reconstruction subdomain.

For the test case considered, a one-dimensional subdomain contains 11 clamped
nuclei with distance of 0.1 between consecutive nuclei and with unit charge
ZA = 1; the total number of electrons is N = 11. The atoms are at their ref-
erence positions and we have Φ(r) = r. The location of the atoms is indicated
by the small black circles in Figure 6. There are 11 subdomains D2, D3, . . .,
D12 of length 0.1 centered at the atomic positions, each with 50 nodes, of which
30 are equally spaced on an interval centered at the position of the atom and
whose length is 1/5 of the distance between two atoms. In the 11 subdomains,
the mesh is invariant by a translation of length 0.1. The trapezoidal rule was
used for discretization of the integral operators (see, for instance, [2]). In order
to allow the solution to relax near the boundary, two more boundary domains
D1 and D13, of identical size and meshing but without any atoms, were added
to D2 and D12, respectively. Restriction of electron density to a one-dimensional
function has no physical meaning, but serves as illustration of the applicability
of our interpolate-and-optimize approach.

In the framework of (O), (RE), and (RO), the representative variables x1

are the electronic density values from subdomains Yα, α = 1, . . . , 7. The values
x2 represent the electron density at nodes of the mesh from the rest of the
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subdomains. With the nodes of the mesh denoted by zk, k = 1, 2, . . . , 650, the
interpolation operator is defined as follows:

(Tρ)(zk) =
4− i

4
ρ

(
zk − i

10

)
+

i

4
ρ

(
zk +

4− i

10

)
, zk ∈ D3+i∪D7+i, i = 1, 2, 3.

The reconstruction subdomains are Y3, Y4, and Y5; the other subdomains Yα

are representative subdomains , but not reconstruction subdomains, in order to
prevent boundary effects from crossing into the reconstruction. In order to avoid
the singularity brought about by the 1

r terms, a smoothing parameter δ = 10−4

was considered; terms like 1/||·|| were replaced with 1/||·+δ|| (in two- and three-
dimensional applications these singularities are integrable and can be treated by
special approaches; this “smoothing” is actually not required).

The problem was modeled in the AMPL environment [7]; the resulting (O),
(RE), and (RO) problems were solved with SNOPT (where the second was rep-
resented only as a nonlinear equation) [8]. All three formulations were success-
fully solved in a small number of major iterations (no more than 10). Note
that the RO constraint form assumption holds because (a) the discretization
of the constraint (

∫
ρ(r)dr = N) results in one linear constraint with posi-

tive coefficients and (b) T , seen as a matrix, has nonnegative entries. Then,
∇x1g3(x∗1, x

∗
2) +∇x2g3(x∗1, x

∗
2)T is a row vector with positive entries, which has

rank one when seen as a matrix. Therefore, because the second-order sufficient
condition of the regularity assumption has also been validated, the conclusions
of Theorem 2 should hold. The assumptions of Theorem 1 could not be verified;
nonetheless, the reduced nonlinear equation (RE) does give results of the same
quality as (RO).

The solution of (O) and (RO) are provided in Figure 4, whereas the point-

to-point solution error ( ||ρ
RE(zk)−ρO(zk)||
||ρO(zk)|| , at all grid points zk, k = 1, . . . , 650)

between problems (O) and (RE) are displayed in Figure 5. The density plots
are essentially identical, and the interpolation approach is successful in recon-
structing the solution in the “gap” domains. The number of degrees of freedom
of problems (RE) and (RO) is smaller by a factor of 7/13. For larger, three
dimensional configurations, the approach is expected to create an accurate re-
duced problem with an even smaller ratio of number of representative versus total
number of degrees of freedom (a third power appears from the third-dimensional
aspect alone, which is mitigated by the effect of the boundaries). The proposed
approach does not have to apply only to a domain with a surface or a boundary.
Indeed, one could treat much of the bulk with periodic boundary conditions and
use the reconstruction technique only around defects.

This work does not address the energy minimization for both electronic den-
sity and atomic positions, which is the case in [5]. On the other hand, the
method can be readily adapted to that case by using an interpolation based
on a macroscale deformation of the crystal. Details are presented in [15].
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5. Conclusion and Future Work

Model reduction (or reconstruction) techniques in computational materials sci-
ence based on nonlocal quasi-continuum-like approach produce reduced opti-
mization or nonlinear equations problems with a substantially smaller number
of degrees of freedom. These problems are well conditioned, with solutions that
have an accuracy comparable to that of the full model.

A three-dimensional parallel computational environment that supports the
(RO) approach is currently developed in a fashion that includes both explicit
DFT approaches (such as the OFDFT [20]) and more elaborate Kohn-Sham
approaches in which the kinetic energy functional and its derivatives are not
explicitly available.
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