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Abstract

This paper addresses a topic not considered in previous models of patient treatment: the possible downstream availability of improved treatment options coming out of the medical research and development (R&D) pipeline. We provide clinical examples in which a patient may prefer to wait and take the chance that an improved therapy comes to market rather than choose an irreversible treatment option that has serious quality of life ramifications and would render future treatment discoveries meaningless for that patient. We then develop a Markov Decision Process model of the optimal time to initiate treatment, which incorporates uncertainty around the development of new therapies and their effects. After deriving structural properties for the model, we provide a numerical example that demonstrates how models that do not have any foresight of the R&D pipeline may result in optimal policies that differ from models that have such foresight, implying erroneous decisions in the former models. Our example quantifies the effects of such errors.

1 Introduction

Medical decision making is the process of using decision analytic techniques to make sound health care decisions for both patients (e.g., whether to initiate some treatment or wait) and society (e.g., how to allocate a budget to different health care programs). Patient-level models are intended to help clinicians and patients determine the best course of treatment, given the probabilistic progression of the patient’s health and the values placed on different outcomes. Typically, disease progression and treatment outcomes are estimated based on treatment options currently available, and it is implicitly assumed that the set of available treatment options remains static. However, research and development (R&D) in medicine often leads to new significant medical discoveries in relatively short periods of time. Therefore, the present paper seeks to address a topic that is lacking in previous models of patient treatment: consideration of how the possible downstream availability of improved treatment options
coming out of the R&D pipeline may affect treatment decisions at the present time.

R&D in medicine has dramatically changed the landscape of therapeutic options available
to patients over the years, and many of these options present themselves to patients during
the course of their disease. In 2005, $55 billion was spent on R&D of new pharmaceuticals
and biotechnology [18]. As a result of these enormous investments, there are approximately
650 new medicines in development for treating cancer, 150 for heart disease and stroke,
and ongoing development to treat many other diseases [18]. However, there is considerable
uncertainty in which drugs will come to market: approximately 70% of drugs make it from
Phase I to Phase II trials, 33% of those make it to Phase III trials, and 25-30% of those
successfully complete Phase III trials [16]. The average duration of Phase I, II, and III
clinical trials has been estimated to be 22, 26, and 31 months, respectively [10].

How should a physician recommend which treatment a patient should take and when
to take it, given the possibility that improved treatments in the R&D pipeline may become
available in the near future? Specifically, this paper explores irreversible treatment decisions,
in the sense that opting to take some course of treatment now precludes the possibility of
taking some other new treatments later (or at least renders such options irrelevant for the
patient). For example, patients with slow-growing prostate cancer may choose to have a
radical prostatectomy (removal of the entire prostate) and risk the negative side effects of
this surgery (such as erectile dysfunction and urinary incontinence). If a patient chooses this
option, then any new treatment discoveries for prostate cancer are useless to this patient.
On the other hand, another reasonable option for the patient is to undergo a period of
“watchful waiting” [5], in which the cancer progression is monitored. During this time,
 improved therapies with fewer side effects may be discovered, and the patient may pursue
these treatments instead of the current form of radical prostatectomy. For example, as
demonstrated with the 2007 Edelman prize from the Institute for Operations Research and
the Management Sciences, significant advances have been made with respect to treating
prostate cancer with brachytherapy [15]. Moreover, in the past 15 years there have been
significant technological advances even in the way radical prostatectomy itself is performed, leading to improved patient outcomes [20]. Another example can be found in whether or not a woman at high risk for breast cancer should choose to have a prophylactic mastectomy. Women with the breast-cancer susceptibility genes BRCA1 or BRCA2 have a 55 to 85% risk of invasive breast cancer by the time they reach 70 years of age, with increased risk starting at the age of 25 [17]. Many women choose to have the drastic surgery, though perhaps they might wait longer if new treatments or improved diagnostic testing have a reasonable chance of becoming available in the near future.

The treat vs. wait decision has recently been modeled using a real options approach, which borrows ideas from pricing financial options [11]. Our Markov decision process (MDP) approach differs in two important respects: 1. we explicitly model patient disease progression and values of treatment as a function of the patient’s health state, and 2. our model considers the possibility of new treatments becoming available for patient use. The question we pose also has similarities to the question of when to replace equipment in an environment of uncertain technological change (for a review of this literature, see [21]). The paper from this literature perhaps most similar to ours takes an MDP approach to the optimal time to replace a deteriorating machine with an existing technology, while considering the possibility of an improved technology becoming available [13]. Assumptions of their model that differ from ours are that: 1. replacement with the current technology takes the system to the best state, 2. there is no limit to the number of times the system can replace the old technology “like with like”, and 3. the terminal reward for replacing a machine with the new technology is independent of the state of the replaced machine. In our patient context, patients can choose irreversible treatment one time, and the value of initiating any kind of treatment is dependent on the patient’s health state at the time of initiation.

The question we explore has some interesting connections to the work by Alagoz et al. [2, 4] on optimizing transplant decisions for a patient with end-stage liver disease. For example, Alagoz et al. [2] consider a patient with an available living-donor liver who is also
on a waiting list for the possibility of a cadaveric organ. If the patient takes the living-donor liver, it precludes the possibility of obtaining a better cadaveric liver in the future. This is analogous to our consideration of a patient who has some currently available irreversible therapy but might also wait for the possibility of an improved therapy to become available. The liver model takes an infinite horizon approach in which there is a possibility of a cadaveric liver offer at every decision period. We take a combined finite and infinite horizon modeling approach in which a new treatment option is under a clinical trial and therefore might only arrive at some specific time in the future, after the trial finishes (we assume below that the trial finishes $N$ periods from now and that the new therapy becomes available with probability $q$; we discuss the modeling details more in Section 2.2). We also consider the “naive” patient who is unaware of the possibility of a new therapy becoming available. The modeling approach we take for that patient is similar to the approach taken in Alagoz et al. [4], in which a patient does not join the waiting list for cadaveric organs and only has a living-donor liver available to accept. The difference is that the naive patient of our model may in fact end up taking the new therapy should it become available, whereas the patient of this liver model may be ineligible to receive a cadaveric organ (or so far down the waiting list as to make it virtually impossible to ever receive one).

We are unaware of any medical decision making models that explicitly consider the dynamics of new treatment development. We hypothesize that models that neglect the development of new therapies may result in different estimates of treatment outcomes, and more importantly, may result in incorrect treatment decisions when compared to models that do consider the real presence of medical R&D. Our goal in this paper is to develop a modeling framework that considers new therapy development, explore structural properties of this model, and explore differences between models that do and do not consider medical R&D.
A Markov Decision Process Approach

MDP models provide a natural modeling framework for optimizing treat vs. wait decisions because these models are well suited to determining optimal policies for decisions that are made periodically and under uncertainty [19]. Although traditionally applied to problems in inventory control and machine maintenance, MDPs have increasingly been applied to modeling medical treatments [23]. In particular, MDPs have recently been used to analyze treat vs. wait decisions for liver transplantation, dialysis, and HIV therapy [2, 3, 4, 14, 24]. Our model extends previous treat vs. wait MDP models by creating a framework for incorporating the possibility of new treatment development and exploring structural properties of these models.

We consider the situation in which a patient diagnosed with a degenerative disease may currently treat it with some treatment $T_1$, which extends length of life but is irreversible and has significant implications for quality of life. We let $R_{T_1}(h)$ be the remaining expected quality-adjusted lifetime for the patient upon initiating $T_1$ when in health state $h$. At the same time, a new treatment $T_2$ is in a clinical trial, which will be completed $N$ time periods from now (e.g., twelve months). There is a probability $q$ that the treatment passes the trial and comes to market as a better treatment option than $T_1$ (that is, $R_{T_2}(h) > R_{T_1}(h)$ for all $h$), and probability $1 - q$ that it fails and the patient remains with the one treatment option of $T_1$. By irreversible, we mean that taking $T_1$ precludes the patient from taking $T_2$ should it become available. One can imagine clinical situations where this would hold, such as mastectomy precluding the choice of lumpectomy (followed by radiation therapy), or radical prostatectomy precluding the possibility of brachytherapy.

2.1 Model Components

We describe our modeling framework more formally with the following components:

$T_1$: the (irreversible) treatment always available to the patient.
$T_2$: the better treatment which is under clinical trials and may become available in the future.

$N$: the period of time (in months) until which either $T_2$ passes the clinical trial and comes to market or fails the clinical trial.

$q$: the probability that $T_2$ passes the clinical trial.

$s = (h, m)$: the state of the patient, represented by the health state ($h \in \{0, 1, \ldots, H\}$), and the number of therapies available ($m \in \{1, 2\}$). Patient death is indicated by $h = 0$, and we associate higher values of $h$ with better health states. If $m = 1$, then only treatment $T_1$ is currently available, whereas if $m = 2$, then both $T_1$ and $T_2$ are currently available.

$a((h, m))$: the decision taken when the patient is in state $(h, m)$ prior to initiating any therapy. If $m = 1$, then $a \in \{W, T_1\}$, where $W$ indicates the patient will wait another period and $T_1$ indicates the patient will start taking therapy $T_1$. If $m = 2$, then $a \in \{W, T_1, T_2\}$. Note that although $T_1$ is available when $m = 2$, we shall assume $T_2$ dominates $T_1$, and hence it is not considered when $T_2$ is available.

$r(h)$: the expected quality-adjusted life time associated with waiting one period in health state $h$.

$R_{T_1}(h)$: the expected total remaining quality-adjusted life time, obtained when the patient initiates treatment $T_1$ from health state $h$.

$R_{T_2}(h)$: the expected total remaining quality-adjusted life time, obtained when the patient initiates treatment $T_2$ from health state $h$.

$p(h'|h)$: the probability that the patient’s health state goes from $h$ at time $t$ to $h'$ at time $t + 1$ when the patient has not initiated any treatment and waits another period. Patient death is represented by $p(0|h)$, and we assume the probability structure ensures that state 0 is reachable from every state. Also, state 0 is absorbing, so that $p(0|0) = 1$. If $a(h, m) \in \{T_1, T_2\}$, the patient obtains the appropriate terminal reward (according to which therapy is taken) and moves with certainty to state 0, an absorbing state of 0 reward. Details on how one might go about estimating transition probabilities and terminal rewards can be
found in models of end-stage liver disease [1, 4] and HIV [24].

\( v_t[(h, m)] \): the value vector that gives the optimal expected remaining quality-adjusted lifetime, when the patient is in state \((h, m)\), has not yet initiated therapy, is aware of the R&D pipeline, and has \(t\) periods to go until the uncertainty regarding \(T_2\) is resolved.

\( w^*(h) \): the value vector that gives the perceived optimal expected remaining quality-adjusted lifetime, when the patient is in health state \((h)\), has not yet initiated therapy, and is unaware of the R&D pipeline.

Note that while intuitively, patient aging from one period to the next should lead to decreasing values of \(R_{T_1}(h)\) as well as increasing mortality rates as expressed through \(p(0|h)\), we are considering diseases for which waiting a long time is not realistic, and hence these values would not change appreciably prior to the patient starting some therapy. Moreover, we think it is plausible that patients and their physicians would integrate information regarding a clinical trial into a treatment decision for a progressive disease only when the time to trial completion is in the short term (i.e., the patient develops the disease some time during a Phase III trial). Therefore, our model is only appropriate for shorter time horizons, during which the effects of aging are secondary to both the dynamics of disease progression (which may very well be significant in the short term) and the differential effects of treatments. Note that the time stationarity assumption of these parameters has been made in treat vs. wait models of liver transplantation [2, 3, 4] and HIV [24]. Also, our model factors in patient age in that it drives the initial estimates of the reward and transition probability matrices.

We assume that the probability of trial success and estimates of the benefits of \(T_2\) are fixed and do not change as the time until trial resolution draws closer. That is, we assume that no information gathering takes place by the patient during the clinical trial, which is appropriate if intermediary results are kept private. Initial estimates might be obtained by historical trial success rates as well as information that may be available from earlier phases of the clinical trial under consideration. In Section 4, we discuss how our model may be adapted to consider updates regarding the Phase III trial’s evolution.
2.2 Solution Approach

First let us consider the perspective of the patient unaware of the R&D pipeline (sometimes referred to as the “naive” patient). The following optimality equations may be used to represent this model:

\[
w(h) = \max \left\{ r(h) + \sum_{j=0}^{H} p(j|h) w(j), R_{T_1}(h) \right\} \quad \forall \ h. \tag{1}
\]

In other words, the patient considers the quality of life without treatment \( (r(h)) \), the probability of transitioning to other health states over the next month \( (p(j|h)) \), the expected quality-adjusted lifetime associated with the treatment option \( T_1 \) \( (R_{T_1}(h)) \), and solves the resulting MDP (using, for example, standard MDP solution techniques such as the value or policy iteration algorithm [19]). The patient is unaware of the possibility of \( T_2 \) arriving in the near future, so this does not enter into the optimality equations. Also, because we suppose the patient cannot wait too long before initiating therapy, and because we assumed the model parameters do not vary over this time period, the optimality equations above are based on an infinite time-horizon model. Moreover, because we do not know how long a patient will survive, it is not clear what an appropriate horizon length would be a priori if we chose a finite horizon modeling approach.

Note that the resulting value vector does not necessarily indicate the patient’s actual expected remaining quality-adjusted lifetime; it just indicates what the patient perceives is the case. More importantly, the patient makes decisions based on this perspective. In reality, if the patient has not initiated \( T_1 \) and \( T_2 \) then becomes available, we assume the patient would then have knowledge of it and would choose that over \( T_1 \). Before this time, however, this patient does not consider this possibility. Below, we will consider the actual value vector for the patient, which estimates the patient’s quality-adjusted lifetime under the reality that should the improved therapy come to market, the patient may then opt for it if he or she has not already taken \( T_1 \).
While there are good arguments for discounting both quality-adjusted life years and costs when they are combined in a cost-effectiveness analysis [12], we have not incorporated a discount factor in the optimality equations of (1). This is because when one focuses solely on health outcomes, it is less intuitive to discount life years (the discounting of dollars, on the other hand, is never controversial). Moreover, there is no technical need for discounting in this setting, as the convergence of MDP solution algorithms is guaranteed by the fact that all patients eventually die [6].

Next let us consider the perspective of the patient aware of the R&D pipeline (sometimes referred to as the “knowledgeable” patient). In this case, we consider value functions indexed by the time left until the uncertainty regarding $T_2$ is resolved. We start from the time of trial resolution and work backwards: if $T_2$ passes the trial, then the patient solves the following:

$$v_0[(h,2)] = \max \left\{ r(h) + \sum_{j=0}^{j=H} p(j|h)v_0[(j,2)], R_{T_2}(h) \right\} \forall h. \tag{2}$$

Note that we are making the assumption that if $T_2$ becomes available, then it is a better treatment option for the patient than $T_1$ (i.e., $R_{T_2}(h) \geq R_{T_1}(h)$ for all $h$). If $T_2$ fails the clinical trial, then the patient solves the following:

$$v_0[(h,1)] = \max \left\{ r(h) + \sum_{j=0}^{j=H} p(j|h)v_0[(j,1)], R_{T_1}(h) \right\} \forall h. \tag{3}$$

Note that the equations of (3) are identical to those of (1) for the patient unaware of the possibility of $T_2$. The reason we model this stage of the decision process as an infinite horizon MDP is that the time until the next major event (death) is random and can happen at any period. The fact that the absorbing state of death is reachable from all other states guarantees the finite solution of this problem. This infinite-horizon approach to medical decision making has also been applied to models of end-stage liver disease ([2, 3, 4]) and HIV therapy ([24]). Note that while there may be other clinical trials ongoing, we assume
that their estimated completion times are sufficiently far enough away so as not to affect
treatment decisions at the conclusion of the trial under consideration.

Stepping back one month before the trial ends, the patient solves the following (at this
time, only $T_1$ is available):

$$v_1[(h, 1)] = \max \left\{ r(h) + (1 - q) \sum_{j=0}^{H} p(j|h)v_0[(j, 1)] + q \sum_{j=0}^{H} p(j|h)v_0[(j, 2)], \right\} \forall h.$$  

(4)

The above considers the probability $q$ that $T_2$ becomes available.

Then, for $t = 2, \ldots, N$, the patient solves the following:

$$v_t[(h, 1)] = \max \left\{ r(h) + \sum_{j=0}^{H} p(j|h)v_{t-1}[(j, 1)], R_{T_1}(h) \right\} \forall h.$$  

(5)

Note that the probability of $T_2$ passing the trial is only explicitly considered in the calculation of $v_1[(h, 1)]$, and it is then implicitly considered through the recursion of (5) (as indicated above, this setup assumes that there is no information gathering over time which may alter one’s estimate of the probability of trial success). Also, the optimality equations of (4) and

(5) represent finite horizon MDPs (solved by backwards induction), with terminal rewards obtained as the solution of infinite horizon MDPs (represented by (2) and (3) and solved with algorithms such as policy iteration).

Now that we have set up the solution approach for the knowledgeable patient, we can understand how to calculate the actual expected quality-adjusted lifetime for the naive patient rather than the perceived values from solving the optimality equations of (1). By solving those, the patient comes up with what is believed to be an optimal (stationary) treatment policy (denoted by $\pi$, which may not be unique). In following this policy, the patient may die before the clinical trial resolves; however, if the patient survives until that time and $T_2$ becomes available, we suppose the patient then becomes aware of this fact and may consider
taking the new therapy. Therefore, we let \( w_{\text{act},N}(h) \) be the (actual) expected quality-adjusted lifetime for the naive patient who acts according to a myopic treatment policy, \( \pi \), starting from the time \( N \) periods before the clinical trial resolves. Note that because the possibility of an improved therapy becoming available cannot make a patient worse off, we have the following value function ordering: \( w^*(h) \leq w_{\text{act},N}(h) \leq v_N[(h,1)] \). Also note that the expected value of information (VOI) to the naive patient is given by \( v_N[(h,1)] - w_{\text{act},N}(h) \). In other words, this is the gain in expected quality-adjusted lifetime by becoming aware of the possibility of \( T_2 \) arriving in \( N \) periods. This notion of VOI is different than what is typically discussed in the medical decision making literature, which focuses on the value of eliminating uncertainty around parameter estimates (for a review of VOI in health risk management, see [25]). In our framework, there is an actual probability, \( q \), of a new therapy becoming available, and the naive patient simply does not even consider the possibility of such an event.

2.3 Structural Properties

For the results that follow, we need only mild assumptions, which guarantee convergence of our infinite horizon MDP [6]: 1. rewards are bounded, and 2. with probability 1, every treatment policy reaches an absorbing state of zero reward. These are clearly satisfied in our patient treatment model, as the rewards are expressed in terms of patient lifetimes and the state of death is unavoidable.

The following indicates that for a patient in a given health state and aware of the possibility of \( T_2 \) becoming available, it is better that the trial is resolved sooner rather than later (note that the time index of \( v \) is the number of time periods before trial resolution). The intuition behind this is that the patient has less time to possibly die before having the chance at a better treatment. All proofs appear in the Appendix.

**Proposition 1** For each \( h \) and \( t \geq 1 \), \( v_{t+1}[(h,1)] \leq v_{t}[(h,1)] \).

The following says that the value function of the knowledgeable patient converges to
that of the naive patient. Note that in combination with Proposition 1, the convergence is monotonic. The practical value of this result is that it suggests that patients and physicians should put more effort into estimating $q$ and $R_{T_2}$ if a trial is closer to finishing that if it is further away.

**Theorem 1** As $N \to \infty$, $v_N([h, 1]) \to w^*(h)$ for all $h$.

A common structural property sought in MDP models is that of a control-limit policy. For example, prior to the trial resolution, a control-limit policy in health states would say that for some health state and worse, it is optimal to initiate $T_1$ and otherwise it is optimal to wait. These results have been presented in an earlier reference [4]. Instead, we present the following, which establishes a control limit policy in time.

**Theorem 2** If for some $h'$ and $t'$ it is optimal for the patient knowledgeable of the possibility of $T_2$ to take $T_1$, then it is optimal to take $T_1$ in state $h'$ for all $t > t'$.

Similarly, because the naive patient’s perceived value function is no more than that of the knowledgeable patient, we have the following corollary:

**Corollary 1** If it is optimal for the naive patient to wait in some health state $h'$, it is optimal for the knowledgeable patient to wait in health state $h'$ for all $1 \leq t \leq N$.

The following implies that if at any number of periods to go until trial resolution we find that the knowledgeable patient’s optimal value function matches the naive patient’s perceived value function in each health state, then we no longer need to proceed with the backwards induction algorithm; we will then know the optimal value and policy for longer time periods to go.

**Theorem 3** If for some $t'$, $v_{t'}([h, 1]) = w^*(h)$ for all $h$, then

1. $v_t([h, 1]) = v_{t'}([h, 1])$ for $t' < t \leq N$, and

2. $a_t^*([h, 1]) = a_{t'}^*([h, 1])$ for $t' < t \leq N$. 
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3 Numerical Example

Here we consider a numerical example based on an MDP model of the optimal time to initiate HIV therapy [24]. The model considers an HIV patient whose health state is categorized by four different ranges of CD4 count (the white blood cell attacked by the HIV virus): 0-49 ($h = 1$), 50-199 ($h = 2$), 200-349 ($h = 3$), and $\geq 350$ ($h = 4$). Monthly decisions are considered, in which the patient could initiate therapy (according to the standard of care for which therapy to start with) or wait another period and then reassess what to do. We suppose that in twelve months, a clinical trial will be completed and the patient may then have the possibility of taking a new and improved treatment, $T_2$. The objective is to maximize the patient’s expected total quality-adjusted life years. Note that while HIV therapy does not fit the notion of irreversibility we have discussed so far (i.e., the surgical examples), it is possible that initiating certain HIV therapies now can render other, never-before-taken therapies ineffective later. This is because when patients start one therapy, the virus may build up resistance to that therapy as well as others (this phenomenon is known as cross-resistance [9]). In our example, we assume total cross-resistance would develop to the new therapy if the patient initiates $T_1$, making the new therapy completely ineffective for the patient.

Based on the HIV model in [24], we start with a baseline reward structure for $r(h)$ and $R_{T_1}(h)$ (in quality-adjusted life years) as given in Table 1. We also suppose the transition probabilities between health states are as given in Table 2. Note that in this example, the patient’s health cannot improve over time. Although this is a common assumption made in disease progression models, it is not required by any of our structural properties; we assumed it for this example to facilitate solving the Bellman’s equations of equations (2) and (3). We refer the reader to [24] for details on how one might go about generating transition probability matrices and rewards for these types of models.

First let us consider a naive patient who neglects the possibility of new therapy development and solves the model “as-is.” Applying the policy iteration MDP solution algorithm
Table 1: Rewards

<table>
<thead>
<tr>
<th>Reward</th>
<th>$h = 0$</th>
<th>$h = 1$</th>
<th>$h = 2$</th>
<th>$h = 3$</th>
<th>$h = 4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r(h)$</td>
<td>0.0733</td>
<td>0.0758</td>
<td>0.0808</td>
<td>0.0820</td>
<td></td>
</tr>
<tr>
<td>$R_{T_1}(h)$</td>
<td>3.93</td>
<td>7.43</td>
<td>11.73</td>
<td>16.86</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Transition probability matrix

<table>
<thead>
<tr>
<th>$h$</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>.100</td>
<td>.900</td>
<td>.000</td>
<td>.000</td>
<td>.000</td>
</tr>
<tr>
<td>2</td>
<td>.034</td>
<td>.063</td>
<td>.903</td>
<td>.000</td>
<td>.000</td>
</tr>
<tr>
<td>3</td>
<td>.014</td>
<td>.013</td>
<td>.081</td>
<td>.892</td>
<td>.000</td>
</tr>
<tr>
<td>4</td>
<td>.001</td>
<td>.002</td>
<td>.003</td>
<td>.038</td>
<td>.956</td>
</tr>
</tbody>
</table>

[19], we obtain the optimal policy and value vector shown in Table 3. The intuition behind the policy of initiating $T_1$ from every health state is that the patient’s deteriorating health progression is such that the patient would be worse off waiting one period and then initiating $T_1$ from the next health state. This intuition is formalized into necessary and sufficient conditions for obtaining such a treatment policy in [24].

Table 3: Optimal policy and value vector

<table>
<thead>
<tr>
<th>$h$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a^*[(h,1)]$</td>
<td>$T_1$</td>
<td>$T_1$</td>
<td>$T_1$</td>
<td>$T_1$</td>
</tr>
<tr>
<td>$w^*(h)$</td>
<td>3.93</td>
<td>7.43</td>
<td>11.73</td>
<td>16.86</td>
</tr>
</tbody>
</table>

Because the naive patient initiates $T_1$ for all health states, $w_{act,t}(h) = R_{T_1}(h)$ for all $h$ and $t$. Therefore, for any health state we find in which it is optimal for the knowledgeable patient to wait $t$ months before the trial is resolved, the difference between $v_t[(h,1)]$ and $R_{T_1}(h)$ will represent the cost of not considering the real possibility that $T_2$ arrives to the market. In other words, this is the expected value of information to the naive patient.

We now examine how different combinations of $q$ and $R_{T_2}$ may cause a patient who is aware of the clinical trial to wait in some health states and time periods. We vary $R_{T_2}$ by
considering $R_{T_1}$ as a baseline set of values and apply fixed percentage increases over $R_{T_1}$. For example, a 5% increase would set $R_{T_2}(h) = 1.05R_{T_1}(h)$ for all $h$. Note that under every percentage increase, if $T_2$ becomes available, it is optimal to take it from every health state, just as it is optimal to take $T_1$ from every health state if $T_2$ fails the clinical trial (the formal proof of this is based on results found in [24]). Interestingly, under more general increases of $R_{T_2}$ over $R_{T_1}$, it is possible that a patient whose only treatment option is $T_1$ would take it in every health state, whereas a patient with the option of taking the improved $T_2$ does not necessarily take it from every health state. A simple example demonstrates this. Consider a 3-state example with the reward structure given in Table 4 and transition probability matrix given in Table 5.

Table 4: Rewards

<table>
<thead>
<tr>
<th>Reward</th>
<th>$h = 0$</th>
<th>$h = 1$</th>
<th>$h = 2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$r(h)$</td>
<td>0</td>
<td>.083</td>
<td>.083</td>
</tr>
<tr>
<td>$R_{T_1}(h)$</td>
<td>0</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td>$R_{T_2}(h)$</td>
<td>0</td>
<td>7</td>
<td>7.5</td>
</tr>
</tbody>
</table>

Table 5: Transition probability matrix

<table>
<thead>
<tr>
<th>$h$</th>
<th>0</th>
<th>1</th>
<th>2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>.2</td>
<td>.8</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>.1</td>
<td>.4</td>
<td>.5</td>
</tr>
</tbody>
</table>

In solving the Bellman’s equations in (3), one finds that if only $T_1$ will be available, it is optimal to take it from both health states $h = 1$ and $h = 2$. However, in solving the Bellman’s equations in (2), one finds that even though $R_{T_2}$ is greater than $R_{T_1}$, if $T_2$ is available then it is optimal to take it from health state $h = 1$ but to wait from state $h = 2$. The intuition for this result is that the patient with $T_1$ faces a bigger drop-off in reward (compared to the patient with $T_2$) when initiating it from $h = 1$ compared to $h = 2$. Therefore the patient
in state $h = 2$ with $T_1$ does not want to risk waiting further and possibly deteriorating to health state $h = 1$. The patient with $T_2$, on the other hand, finds that overall it is better to spend some time waiting in health state $h = 2$ before using the benefit of the treatment from health state $h = 1$.

When $q = .10$ and the increase over $R_{T_1}$ is 10%, then even when there is just one period until the trial is resolved, the patient still initiates $T_1$ from every health state. In other words, given that the naive patient initiates $T_1$ from every health state for the reasons discussed above, the knowledgeable patient is still not enticed to wait when the probability of trial success and the improvement of the new therapy are fairly low. As a result of Theorem 3, if for some $1 \leq t' < 12$ we find that $v_t[(h, 1)]$ matches $w^*(h)$ for all $h$, we will not present all twelve months of results since they will be identical for $t > t'$. We varied $q$ between .1 and 1 (in increments of .1) and the percentage increase of $R_{T_2}$ over $R_{T_1}$ between 10% and 100% in increments of 10%; we present a few of the combinations here.

Table 6 shows the optimal values and actions for the model across a range of combinations of $q$ and $R_{T_2}$. There are several interesting results to note. For the cases of $(q, R_{T_2}$ increase) of (.30, 10%), (.30, 50%), and (.10, 50%)), it is optimal to initiate $T_1$ from every health state when there are twelve months to go before the trial is completed. In other words, the knowledgeable patient acts no differently than the naive patient. The intuition behind this is that the combination of probability of trial success and improvement of $R_{T_2}$ over $R_{T_1}$ is such that the patient is not tempted to wait when it will take so long to learn if the trial is successful. Although we presented the perspective of a patient deciding what to do twelve months before a trial is resolved, because we assume the fixed probability $q$ of $T_2$ coming to market, one can use the table to answer the question “what should the patient do after discovering that a clinical trial is under way, which will be resolved in $t$ months with a probability of success of $q$?” Every case presented shows some time period and health state for which the patient prefers to delay taking $T_1$, which indicates an incorrect decision for the naive patient.
The first three cases consider $q = .30$, alongside increasing $R_{T_2}$ vectors. We chose $q = .30$ as a starting point because as noted in Section 1, by some estimates, a drug in a Phase III clinical trial has a 30% chance of success. With that probability of success, if the benefit of $R_{T_2}$ is expected to be twice that of $R_{T_1}$ (the 100% scenario), then a knowledgeable patient in health state 4 would choose to wait twelve months prior to trial resolution, and expect 18.35 more quality-adjusted life years. This is an expected gain of 1.49 quality-adjusted life years over the naive patient who chooses to initiate $T_1$. Suppose the trial is two months away from completion and $R_{T_2}$ would be a 50% increase over $R_{T_1}$. Then the knowledgeable patient would wait in health states 2, 3, and 4, with expected gains in quality-adjusted life years over the naive patient of .20, .53, and 2.07, respectively.

The second three cases fix the percentage increase of $R_{T_2}$ over $R_{T_1}$ to 50% and vary the probability of trial success. One can observe from the table that for a given health state, the “wait” region expands as $q$ increases (for example, the patient in health state 3 waits in time period 1 in the (.10, 50%) scenario, waits in time periods 1 through 4 in the (.50, 50%) scenario, and waits in time periods 1 through 8 in the (1, 50%) scenario). It is easy to prove that for a fixed $R_{T_2}$ vector, waiting with a lower $q$ implies waiting with a higher $q$. Similarly, for a fixed $q$, if a scenario B has an $R_{T_2}$ vector that is at least as large as an $R_{T_2}$ vector of another scenario A, then waiting in A implies waiting in B. This was observed with the first three cases discussed in the preceding paragraph.

The final case we present is when there is a 100% chance that $R_{T_2}$ is twice as good as $R_{T_1}$. Interestingly, a patient in health state 1 still chooses to take $T_1$ when 8 months remain in the trial. However, if the trial is 7 months or less from completion, the patient would wait for the much better $T_2$. While there is no question that the much better therapy will come to market, in this example the only question is whether or not the patient will survive long enough without therapy to see this occur. Patients in health state 1 face dim enough prospects of surviving 8 or more periods without therapy that they cannot afford to wait; they expect to live longer by taking $T_1$ at that time instead.
Table 6: Optimal values and actions, at different periods before trial resolution, for various combinations of $q$ and $R_{T_2}$ (as a percentage increase over $R_{T_1}$). The value in each cell gives the optimal expected remaining quality-adjusted life years. A darker gray cell indicates the optimal action is to start taking therapy $T_1$ while a lighter gray cell indicates the optimal action is to wait. Once it is optimal to initiate $T_1$ from a state, then we blank out all the cells to the left to indicate they have the same values and action (in accordance with Theorem 2).

<table>
<thead>
<tr>
<th>$q$, $R_{T_2}$ increase</th>
<th>$t$</th>
<th>12</th>
<th>11</th>
<th>10</th>
<th>9</th>
<th>8</th>
<th>7</th>
<th>6</th>
<th>5</th>
<th>4</th>
<th>3</th>
<th>2</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>.30, 10%</td>
<td>1</td>
<td>3.93</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>7.43</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>11.73</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>16.86</td>
<td>16.98</td>
<td>17.17</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.30, 50%</td>
<td>1</td>
<td>3.93</td>
<td>4.14</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>7.43</td>
<td>7.63</td>
<td>8.08</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>11.73</td>
<td>12.26</td>
<td>12.86</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>16.86</td>
<td>17.05</td>
<td>17.25</td>
<td>17.46</td>
<td>17.68</td>
<td>17.92</td>
<td>18.16</td>
<td>18.41</td>
<td>18.67</td>
<td>18.93</td>
<td>19.17</td>
<td></td>
</tr>
<tr>
<td>.30, 100%</td>
<td>1</td>
<td>3.93</td>
<td>4.28</td>
<td>4.67</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>7.43</td>
<td>7.65</td>
<td>8.12</td>
<td>8.61</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>11.73</td>
<td>12.55</td>
<td>13.18</td>
<td>13.84</td>
<td>14.53</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.10, 50%</td>
<td>1</td>
<td>3.93</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>7.43</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>11.73</td>
<td>11.75</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>16.86</td>
<td>16.90</td>
<td>17.09</td>
<td>17.29</td>
<td>17.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>.50, 50%</td>
<td>1</td>
<td>3.93</td>
<td>4.12</td>
<td>4.50</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>7.43</td>
<td>7.81</td>
<td>8.27</td>
<td>8.77</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>11.73</td>
<td>12.08</td>
<td>12.68</td>
<td>13.32</td>
<td>13.98</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>17.78</td>
<td>18.02</td>
<td>18.26</td>
<td>18.52</td>
<td>18.79</td>
<td>19.07</td>
<td>19.36</td>
<td>19.67</td>
<td>19.98</td>
<td>20.27</td>
<td>20.56</td>
<td>20.83</td>
</tr>
<tr>
<td>1, 50%</td>
<td>1</td>
<td>3.93</td>
<td>4.12</td>
<td>4.50</td>
<td>4.91</td>
<td>5.34</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>7.43</td>
<td>7.79</td>
<td>8.27</td>
<td>8.79</td>
<td>9.33</td>
<td>9.91</td>
<td>10.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>11.73</td>
<td>11.79</td>
<td>12.39</td>
<td>13.04</td>
<td>13.72</td>
<td>14.43</td>
<td>15.17</td>
<td>15.95</td>
<td>16.76</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1, 100%</td>
<td>1</td>
<td>3.93</td>
<td>4.14</td>
<td>4.52</td>
<td>4.94</td>
<td>5.33</td>
<td>5.83</td>
<td>6.31</td>
<td>6.76</td>
<td>7.15</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>12.50</td>
<td>13.18</td>
<td>13.91</td>
<td>14.67</td>
<td>15.48</td>
<td>16.34</td>
<td>17.23</td>
<td>18.16</td>
<td>19.13</td>
<td>20.15</td>
<td>21.21</td>
<td>22.31</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>27.11</td>
<td>27.71</td>
<td>28.31</td>
<td>28.91</td>
<td>29.51</td>
<td>30.09</td>
<td>30.66</td>
<td>31.22</td>
<td>31.77</td>
<td>32.29</td>
<td>32.79</td>
<td>33.27</td>
</tr>
</tbody>
</table>

4 Conclusions and Future Research

This paper seeks to address an issue that is lacking in current models of optimal patient treatment, namely the real possibility of new therapies coming out of the R&D pipeline. MDPs provide a framework for balancing the immediate and future effects of decisions and therefore allow for forward thinking rather than myopic decision making. However, an MDP model of treatment is still myopic if it considers that the actions available at the current time period will be the same actions available for every future time period, especially when decisions are made in an environment of R&D.
We developed an MDP model of whether a patient should undergo an irreversible treatment or wait for the possibility that an improved therapy currently under clinical trial will come to market $N$ periods from now. Structural properties of the solution provide insight into the optimal decisions and their effects. For example, a knowledgeable patient in some health state who decides to wait will also wait in that health state for all time periods closer to the trial resolution. Results also relate behavior of the naive patient to that of the knowledgeable patient: if the naive patient would wait to take an available therapy in some health state, so would the patient aware of the clinical trial. Other structural properties were presented in Section 2.3. Our assumptions that rewards and transition probabilities do not change over the time horizon of the problem involved a tradeoff between increasing model detail and demonstrating these analytical properties of the solutions. However, we believe our assumptions capture the key dynamics that would present itself even if we considered time-based model parameters: modest near-term gains when waiting (as represented by $r_t(h)$), real near-term mortality risks when waiting ($p_t(0|h)$), larger gains obtained by taking an existing therapy ($R_{T_1,t}(h)$), and even larger gains achievable by taking an improved therapy should it become available ($R_{T_2,t}(h)$). Therefore, we believe similar structural results would arise in this setting as well.

Our numerical examples yielded intuitive outcomes supported by our theoretical results. The examples demonstrate that knowledge of the possibility of a new treatment becoming available can have considerable effects on optimal treatment policies when compared to decisions made without regard to new treatment development. Our examples also quantify the costs of suboptimal decisions made by a naive decision maker. This underscores the motivation for our work: that models of treatment that do not consider the real possibility of new treatment discovery might lead to errors in medical decision making.

Future research directions include building upon the current work by extending its applicability in a number of ways. First, we assumed that once a therapy is taken, it precludes the
use of downstream therapies. Although we provided examples where patients are faced with serious decisions in which this applies, there are certainly many situations for which this is too strong of an assumption. In our numerical example, we supposed that a patient initiating $T_1$ would develop total cross-resistance to the possible new therapy $T_2$. However, it is possible that an entirely new class of drugs is developed for which resistance to $T_1$ does not confer resistance to the new $T_2$, or perhaps the virus only builds partial resistance to $T_2$ (leaving $T_2$ partially effective). In the former case, there is no opportunity cost to the patient who starts with $T_1$, as it does not alter the ability nor the benefit of taking $T_2$ at a later time. The case of partial resistance would lie somewhere between the notion of complete irreversibility and the case of $T_1$ having no effect on $T_2$: the patient initiating $T_1$ could still take $T_2$ later, but at a reduced benefit. Situations in which taking a therapy now does not preclude taking an improved therapy later are not well suited to the optimal stopping time framework of our model in which we associate estimates of expected remaining quality-adjusted lifetimes with initiating treatment. The new modeling framework would require explicitly modeling disease progression after initiating therapy and the possible therapy switching decisions involved as new treatments become available. We also felt it was more interesting to first focus on cases for which there is a significant opportunity cost of taking certain therapies at the current time: that a patient cannot then use therapies availing themselves at later times.

We can extend our model to relax other assumptions fairly easily. For example, we assumed a fixed vector of rewards, $R_{T_2}(h)$, which is known to the patient and physician. Our model can consider the case where the reward vector may take on several values with some probability distribution. In that case, the optimality equations of (4) would use the expected value of $v_0([j,2])$ under the wait action. Our model may also be adapted to consider a distribution over the time until trial resolution ($N$), rather than a fixed and known time. In that case, the finite horizon solution algorithm would start at the last possible trial completion time and assume with certainty that the trial is resolved at that time until it steps back to the time period before the second-to-last possible trial completion time. At
that point, the algorithm “sees” that the trial may be resolved in one period or it may be resolved at that last possible period. The probabilities would be based on the Bayesian updates to the prior distribution of all possible trial completion times. For example, suppose the trial might be resolved in 10, 12, or 14 months, each with probability 1/3. Starting at time 13 months, there is certainty that the trial will finish in one more month (though the success or failure of the trial still remains uncertain with success probability $q$). When the algorithm steps back to time 11 months, then it finds a probability of 1/2 that the trial finishes in one more period, and probability 1/2 that it finishes in 3 more periods. Then at time 9 months, the algorithm considers the three different possible completion periods with the original prior distribution.

We also assumed that estimates of $q$ are not updated over the course of the decision horizon due to a lack of detailed information on the trial’s evolution. However, if the state of the trial could be observed periodically, we could model its dynamics and effect on $q$. For example, one period before the trial ends, we could consider the system to be in state $(s_p, s_c)$, where $s_p$ describes the state of the patient and $s_c$ describes the state of the clinical trial. Each $s_c$ would then correspond to an estimate of $q$, and for the time leading up to that period, we could consider a transition probability matrix over possible states of the trial.

Our model implicitly assumes patients are risk-neutral for health outcomes. Because various risk attitudes (both risk-averse and risk-seeking) have been observed with different types of patients [8, 22], it may be worthwhile to cast the treat vs. wait decision in an expected utility framework. Risk aversion has been considered in an MDP model of the optimal time to accept a liver transplantation [7]. Although the authors of that paper obtained results comparing the optimal value functions between patients with different risk preferences, it would also be interesting to explore structural properties relating the different risk preferences to the patients’ optimal treatment policies. It is not clear how various risk considerations may affect treat vs. wait decisions in our model, and we leave further consideration of risk sensitivity for future work.
Because medical R&D presents significant improvements in therapy for many patients over the course of their disease, the modeling insights and results presented here are intended to motivate patients and their physicians to consider how R&D pipeline dynamics might affect important decisions to be made at the present time. There are various sources from which one can glean information about the state of clinical trials for many drugs and diseases (see for example, www.clinicaltrials.gov and www.phrma.org). These sources may serve as starting points for estimating the likelihood of improved therapies coming to market, along with their potential effects.
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6 Appendix

Proof of Proposition 1 Let \( t \geq 2 \), and suppose \( v_t[(h, 1)] \leq v_{t-1}[(h, 1)] \) for all \( h \). Then by the optimality equations given in (5), it follows that \( v_{t+1}[(h, 1)] \leq v_t[(h, 1)] \) for all \( h \). Therefore, if we can show that \( v_2[(h, 1)] \leq v_1[(h, 1)] \) for all \( h \), the result follows by induction.

\[
v_2[(h, 1)] = \max \left\{ r(h) + \sum_{j=0}^{j=H} p(j|h)v_1[(j, 1)], R_{T_1}(h) \right\} \quad \forall \ h.
\]
Rewriting \( v_1[(h, 1)] \), we have:

\[
v_1[(h, 1)] = \max \left\{ r(h) + \sum_{j=0}^{j=H} p(j|h)[(1 - q)v_0[(j, 1)] + (q)v_0[(j, 2)], R_{T_1}(h) \right\} \quad \forall \ h.
\]

Therefore, if we show that \( v_1[(j, 1)] \leq (1 - q)v_0[(j, 1)] + (q)v_0[(j, 2)] \), we are done. Case 1: \( v_1[(j, 1)] \) is obtained by taking \( T_1 \) (so that \( v_1[(j, 1)] = R_{T_1}(j) \)). Then the result follows because \( v_0[(j, 1)] \geq R_{T_1}(j) \) (by the optimality equations of (3)), and \( v_0[(j, 2)] \geq R_{T_1}(j) \) (by the optimality equations of (2) and the assumption that \( R_{T_2}(j) \geq R_{T_1}(j) \)). Case 2: \( v_1[(j, 1)] \) is obtained by waiting. Then we have:

\[
v_1[(j, 1)] = r(j) + \sum_{k=0}^{k=H} p(k|j)[(1 - q)v_0[(k, 1)] + (q)v_0[(k, 2)]]. \tag{6}
\]

Note that by the optimality equations of (3) and (2), we have the following

\[
v_0[(j, 1)] \geq r(j) + \sum_{k=0}^{k=H} p(k|j)v_0[(k, 1)], \text{ and} \tag{7}
\]

\[
v_0[(j, 2)] \geq r(j) + \sum_{k=0}^{k=H} p(k|j)v_0[(k, 2)]. \tag{8}
\]

Combining (7), (8), and (6), we have:

\[
(1 - q)v_0[(j, 1)] + (q)v_0[(j, 2)] \geq r(j) + \sum_{k=0}^{k=H} p(k|j)[(1 - q)v_0[(k, 1)] + (q)v_0[(k, 2)] = v_1[(j, 1)],
\]

which completes the proof.

**Proof of Theorem 1** Note that the optimality equations of (5) have the same structure as those in (1) (the only difference being that the former consider time-indexed value functions). To solve the equations of (1), we can apply value iteration and initiate the algorithm with the
value function obtained by solving (2), (3), and then (4). As the solution of (4) is also used when stepping back in the solutions of (5), the value iterates of the infinite horizon model of (1) coincide with the time-indexed values in (5). The convergence of value iteration for this undiscounted problem is guaranteed by observing that this problem fits the framework of a stochastic shortest path problem and applying the results of [6] (in our problem we actually want the longest path, but the results still apply).

**Proof of Theorem 2** Suppose $v_{t'}[(h', 1)] = R_{T_1}(h')$. By Proposition 1, we know that $v_t[(h', 1)] \leq v_{t'}[(h', 1)] = R_{T_1}(h')$ for all $t > t'$. But by the optimality equations, $v_t[(h', 1)] \geq R_{T_1}(h')$. So $v_t[(h', 1)] = R_{T_1}(h')$, and thus it is optimal to take $T_1$ in state $h'$ with $t > t'$ periods to go until the trial is resolved.

**Proof of Corollary 1** We prove the contrapositive. Suppose there is a $t', 1 \leq t' \leq N$, such that it is optimal for the knowledgeable patient to take $T_1$ when in state $h'$. Then $v_{t'}[(h', 1)] = R_{T_1}(h')$. By Proposition (1) and Theorem (1), we have that $w^*(h') \leq v_{t'}[(h', 1)]$. However, by the optimality equations, it also holds that $w[(h', 1)] \geq R_{T_1}(h')$. Therefore $w^*(h') = R_{T_1}(h')$ and it is optimal for the naive patient to take $T_1$ when in state $h'$.

**Proof of Theorem 3** The first part of the theorem follows from Theorem 1, noting the similarities of (1) and (5), and the result from MDP theory that says that the max operator of (1) acting on the optimal value vector returns the optimal value vector [19]. The second part follows from the MDP result that conserving decision rules are optimal [19].
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